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A new analytic potential energy function form which incorporates the two leading inverse-
power terms in the long-range potential is introduced and applied to a recently reported data
set for the ground X1�þ

g state of Ca2. The new function yields an accurate representation of
data which span 99.97% of the well depth and involves only a fraction as many (between 1/3
and 2/3 fewer) parameters as were needed to define published potential functions for these
systems based on the same data. Fits using this form also allow a robust determination of the
dissociation energy and C6 dispersion coefficient, and the resulting function is easier to use
than other potential functions which have been determined for this system.

1. Introduction

In recent years, interest in the behaviour of ultra-cold
atoms has inspired numerous spectroscopic studies of
alkali and alkaline earth metal diatomic molecules.
Those studies often focused on the determination of
accurate potential energy functions for the species of
interest, with particular attention being paid to the
region very near the dissociation limit. The traditional
approach to determining potential energy functions
from spectroscopic data consists of two steps: first the
data are fitted to analytic expressions for the level
energies as functions of the vibrational and rotational
quantum numbers v and J; then a pointwise potential
energy function is obtained by applying the semiclassical
RKR inversion procedure [1] to the resulting analytic
expressions for the vibrational energies and inertial
rotational constants. That approach has three main
shortcomings. First, the first-order semiclassical basis of
the conventional RKR procedure means that quantal
calculations based on such potentials will not fully
reproduce the experimental transition energies they are
based on, especially for species of small reduced mass.
Second, the pointwise form of the resulting potential
functions make them inconvenient to work with, and
it introduces ‘interpolation noise’ uncertainties into
quantal calculations using them. Thirdly, unless the
parameterized fit to the experimental data is based on

near-dissociation expansions [2–7], which is rarely the
case, there is no natural way of extrapolating such
potentials beyond the region spanned by the data used
in the analysis, and one has to rely on an ad hoc
attachment of analytic extrapolating functions in the
short- and long-range regions.

In the last decade and a half, some of the above
shortcomings have been addressed by the increasing use

of the fully quantum mechanical ‘direct-potential-fit’
(DPF) method of spectroscopic data analysis. In this
approach, observed transition energies are compared

to differences between quantum mechanically calculated
level energies of a parameterized analytic potential
energy function, and a least-squares fit procedure is

used to optimize the parameters defining that function.
This approach also takes account of Born–Oppenheimer
breakdown (BOB) effects through inclusion of atomic-
mass-dependent radial strength function contributions

to the rotationless and centrifugal potentials, and hence
allows a simultaneous unified treatment of data for all
isotopologues of the given species. However, a long-

standing challenge has been the development of flexible
analytic potential function forms which both incorpo-
rate the correct theoretically-known limiting long-range

behaviour and are ‘well-behaved’ outside the region
spanned by the experimental data used in the analysis.
In particular: (i) they should have no spurious

extrema or other unphysical behaviour in the interval
between the ‘data region’ centred on the potential
minimum and the region near dissociation where the*Corresponding author. Email: leroy@uwaterloo.ca
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theoretically-known inverse-power long-range beha-
viour becomes valid, and (ii) they should approach the

imposed limiting behaviour in a physically appropriate
manner.
In recent years, a number of different types of

potential function models have been introduced and
used in successful DPF analyses of data sets which span
most of the potential well. However, some of those
models require the use of a relatively large number of

potential function parameters, and some only take
account of the correct long-range behaviour and prevent
unphysical short-range behaviour by attaching indepen-
dent extrapolating functions at the inner and/or outer
ends of the data region. The present work presents a new

potential energy function model, what we call the
‘Morse/Long-Range’ or MLR function, which both
avoids these problems and incorporates an improved
transition between the main potential well and the
inverse-power long-range region. Its use is illustrated by

its application in an analysis of a very extensive, high
quality data set for ground-state Ca2.

2. Direct potential fits

In a DPF data analysis, the observed rovibrational
energy level spacings are fitted directly to differences
between eigenvalues of the effective radial Schrödinger
equation for the system of interest. For a molecule in a
1� state, which is the case for the ground electronic state
of Ca2, this effective radial Hamiltonian is most often
written in the form proposed by Watson [8, 9],

�
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 v,JðrÞ ¼ Ev,J v,JðrÞ, ð1Þ

in which V
ð1Þ
ad ðrÞ is the total effective adiabatic inter-

nuclear potential for a selected reference isotopologue,
�V

ð�Þ
ad ðrÞ is the difference between the effective adiabatic

potential for isotopologue � and that for the reference
species (labelled �¼ 1), and gð�ÞðrÞ is the non-adiabatic
centrifugal-potential correction function for
isotopologue �. In the application to Ca2 presented
below, the data show no significant dependence on these
adiabatic and non-adiabatic BOB terms, so they are not
discussed further here (see [10] for a discussion of their
forms). This also means that the effective adiabatic
potential energy function is the same for all isotopolo-
gues of a given species, so the superscript labels ‘ð�Þ’ or
‘ð1Þ’ and the subscript label ‘ad’ will henceforth be

omitted from the symbol for the potential energy
function, V(r).

For any given radial potential function, equation (1)
may readily be solved by standard numerical methods
to yield eigenvalues Ev,J and eigenfunctions  v,JðrÞ to
virtually any desired accuracy. Differences between
appropriate eigenvalues simulate the observed transition
energies, while the Helmann–Feynman theorem allows
the associated eigenfunctions to be used to generate the
derivatives with respect to potential function parameters
pj which are required for performing the least-squares
fit to experimental data:

@Ev,J

@pj
¼  v,JðrÞ

@VðrÞ

@pj

����
���� v,JðrÞ

� �
: ð2Þ

In the application discussed in section 4, the quality
of fit of an M-parameter model to a set of N
experimental data yobsi with estimated uncertainties ui
is represented by the the dimensionless root-mean-
square deviation

dd �
1

N

XN
i¼1

ycalci � yobsi

ui

� 	2( )1=2

, ð3Þ

where ycalci is the value of datum i predicted by the
model. A ‘good’ fit is, of course, one which yields a dd
value close to unity. However, if optimally converged
values of dd differ somewhat from unity (say dd ¼ 1:44
or 0.68), it often merely indicates that the estimates of
the experimental uncertainties were somewhat too
optimistic or too pessimistic, respectively.

The DPF analyses reported in this work were all
performed using program DPOTFIT, which is freely
available on the www, together with a comprehensive
user manual [11].

3. Model potential functions for DPF analysis

3.1. General considerations

A number of detailed DPF data analyses have been
based on potential function forms which are general-
izations of the simple Morse potential

VðrÞ ¼ De 1� exp ½��ðrÞðr� reÞ�½ �
2, ð4Þ

in which De is the well depth, re is the equilibrium
internuclear distance and �(r) is a (moderately) slowly
varying function of r which is represented by some type
of polynomial expansion [12–21]. However, potentials of
this type die off exponentially at large r, while theory
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tells us that at long range, all intermolecular
potential functions become a sum of inverse-power
terms [22–24],

VðrÞ ’ D� Cn=r
n � Cm=r

m � � � � , ð5Þ

where the values of the integer powers n < m < � � � etc.
characterizing the terms contributing to this sum are
determined by the nature of the atoms to which the
given molecular state dissociates [22–27], and the
associated coefficients, Cn,Cm,. . . etc., may often be
computed from theory. It is reasonable to expect that
functions which incorporate this correct limiting
long-range behaviour will provide more realistic repre-
sentations of the potential energy function at distances
beyond the data region defined by the inner and outer
turning points of the levels involved in the data analysis.
Moreover, for cases in which the highest of the observed
vibrational levels lie fairly close to the dissociation limit
D, potentials which do not incorporate this type of long-
range behaviour will yield an inadequate representation
of the experimental data.
In view of the above, it has become increasingly

common for DPF data analyses to be based on potential

function forms which incorporate the long-range behav-

iour of equation (5), in one form or another. However,

some of those forms have significant shortcomings. For

example, some merely attach an inverse-power sum with

the form of equation (5) to an independent analytic

function determined from a fit to data in the main part

of the potential well. As a result, their second- and

higher-order (and sometimes also first-order) derivatives

are not continuous at the joining point, and this

attachment process may introduce a substantial degree

of model dependence into attempts to determine

dissociation energies or long-range potential coefficients

Cn from such analyses. Other forms have what might

seem like an excessively large number of fitting param-

eters, or may depend on ad hoc parameters to define the

onset of that long-range region. These problems

stimulated our development of the potential form

discussed below.

3.2. The Morse/long-range (MLR) potential function

3.2.1. General. For molecular states in which the
observed vibrational levels extend fairly close to the

dissociation limit, it is particularly desirable to have a

flexible, multi-parameter model potential which natu-

rally incorporates the type of long-range behaviour seen

in equation (5). One of the more widely used functions

of this type is the ‘Morse/Lennard-Jones’ or MLJ

potential, [28, 29]

VMLJðrÞ ¼ De 1�
re
r


 �n
exp ½��ðrÞypðrÞ�

n o2
, ð6Þ

where re is the equilibrium internuclear distance and
�ðrÞ is a (fairly) slowly varying function of internuclear
distance defined such that limr!1 �ðrÞ ¼ �1 (a finite
constant, see below). In the present work, �(r) is defined
as a constrained power series expansion in the auxiliary
radial variable

ypðrÞ ¼
rp � rpe
rp þ r

p
e
, ð7Þ

where p is a small positive integer (see below). Since
limr!1 ypðrÞ ¼ 1, at large r the exponent coefficient �(r)
approaches the (constant) value �1, and equation (6)
takes the form

VMLJðrÞ ’ De � 2DeðreÞ
n exp ð��1Þ

� 
=rn ¼ De � Cn=r

n,

ð8Þ

where �1 � limr!1 �MLJðypðrÞÞ ¼ ln f2DeðreÞ
n=Cng, or

Cn ¼ 2DeðreÞ
n exp ð��1Þ. Thus, the Morse-like poten-

tial of equation (6) naturally transforms itself into the
limiting single-term inverse-power form of equation (8)
for r � re.

The exponent coefficient function �ðrÞ ¼ �MLJðypðrÞÞ
of equation (6) must, of course, be constrained to
approach the limiting value (of �1) defined by the Cn

coefficient as r ! 1. In early work with this model, that
behaviour was imposed by using a switching function
[28–33], but the same result can be achieved more simply
by using a constrained polynomial form in which �1 is
an explicit parameter [34, 35]:

�ðrÞ ¼ �MLJðypðrÞÞ ¼ 1� ypðrÞ
� �XN

i¼0

�iypðrÞ
i
þ ypðrÞ�1:

ð9Þ

As has been shown elsewhere [10, 34–36], use of an
exponent expansion of this form based on an expansion
variable ypðrÞ with p>1 can prevent spurious behaviour
both at very short range and in the interval between the
data region and the long-range region where the
potential takes on the limiting behaviour of equation (8).

The MLJ potential form described above has been
successfully used in a number of demanding data
analyses [30–33, 35, 37–44]. However, the increasing
availability of high-quality data for levels lying very
close to the molecular dissociation limit has made it
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desirable to have a more sophisticated potential form
which can incorporate more than the leading term in the
long-range potential of equation (5). This led to our
development of what we call the ‘Morse/Long-Range’
(or MLR) potential

VMLRðrÞ ¼ De 1�
uLRðrÞ

uLRðreÞ
exp ½��ðrÞypðrÞ�

� �2

ð10Þ

in which the exponent coefficient function
�ðrÞ ¼ �MLRðrÞ ¼ �MLJðrÞ (see equation (9)) and most
other parameters have the same definitions as for the
MLJ potential, while uLRðrÞ defines the attractive long-
range inverse-power behaviour. The MLJ potential
corresponds to the simple case in which uLRðrÞ ¼ Cn=r

n.
The present work considers the two-term case in which

uLRðrÞ ¼
Cn

rn
þ
Cm

rm
¼

Cn

rn
1þ

Qm, n

rm�n

� 	
, ð11Þ

so that at large r, equation (10) takes the form

VMLRðrÞ ’ De �
2DeðreÞ

n exp ð��1Þ

1þQm, n=rem�n

� �
1þ

Qm, n

rm�n

� 	
1

rn

’ De �
Cn

rn
�
Cm

rm
, ð12Þ

where Cn ¼ 2DeðreÞ
n exp ð��MLR

1 Þ= 1þ½ Qm, n=re
m�n�, the

quotient Qm, n ¼ Cm=Cn and

�1 ¼ �MLR
1 ¼ ln 2De=uLRðreÞ

� 
¼ ln 2DeðreÞ

n= Cn 1þQm, n=re
m�n

� �� �� 
: ð13Þ

It is clear that equations (10) and (12) collapse to
equations (6) and (8) if the factor Qm, n ¼ 0, so the MLJ
potential is just a special case of an MLR potential.
However, it is convenient to use distinct names to
distinguish between cases in which two, rather than one,
long-range inverse-power terms are incorporated into
the potential form.
Finally, in order to ensure that the Cm=r

m term in
equation (11) is indeed the second-longest-range term
contributing to the potential function, it is necessary to
take account of the limiting long-range behaviour of the
exponential term in equation (10). At very large r

exp ½��MLRðrÞypðrÞ�

’ exp ��1 þ 2 2�1 �
XN
i¼0

�i

 !
re
r


 �p( )

’ exp ð��1Þ 1þ
Qeff

nþp, n

rp
þ � � �

 !
ð14Þ

in which Qeff
nþp, n ¼ 2ð2�1 �

PN
i¼0 �iÞðreÞ

p and
CnQ

eff
nþp, n=r

nþp is the leading term contributing to the
long-range tail of VMLRðrÞ which is not explicitly
included in uLRðrÞ. Thus, it is only when p > ðm� nÞ
that the term Cm=r

m in equation (11) actually defines the
leading deviations from the limiting �Cn=r

n behaviour.
It is clear, therefore, that when using the two-term MLR
potential form of equations (10) and (11), the power p
defining the exponent radial variable must be greater
than the difference between the powers of the first and
second terms in the long-range potential of equation (5)
or (12).

At this point, it might seem intuitively obvious that
one should always choose p such that ðnþ pÞ ¼ mnext,
the power of the first inverse-power term not explicitly
included in uLRðrÞ which theory predicts should con-
tribute to the long-range intermolecular potential for the
state of interest. However, the full long-range potential
will also include higher-order terms corresponding
to inverse-powers �mnext [22–25], and virtually all of
these long-range terms require damping as r decreases
[45–49]. Thus, it may be more reasonable to allow
p � ðmnext � nÞ, and have this term represent the effective
overall leading correction to uLRðrÞ. This would,
perhaps, be the appropriate situation for a system such
as Ca2 where the overall interaction potential is
relatively strong.

An alternative to the above scenario might be the case
of a very shallow van der Waals potential energy well,
for which the repulsive exchange energy becomes
important at relatively large distances, and the effective
leading correction to uLRðrÞ might be negative (repul-
sive). In this case we would have no expectations
regarding the choice of p, other than requiring that
p > ðm� nÞ. In any case, the full implications of
equation (14), and wisdom regarding the choice of p,
will only become apparent with further experience.
However, the authors would like to state their strong
preference for restricting p to integer values. This
preference is based partly on the integer nature of
powers associated with terms in the long-range potential
predicted by theory [22–25] and partly on our very
strong preference for simplicity of the analytic form.

3.2.2. Role and significance of the expansion

variable. As was mentioned earlier, giving p an integer
value greater than 1 (say, p ¼ 3� 5) greatly reduces the
probability that a function defined as an expansion in
yp(r) will exhibit non-physical behaviour at distances
outside the radial interval to which the data are sensitive
[10, 34–36]. The reason for this is made clear by
consideration of the plots of ypðrÞ for a number of p
values shown in figure 1. The interval spanned by the
turning points of the levels of ground-state Ca2 involved
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in the present data analysis, hereafter referred to as the
‘data region’, is indicated there. It is immediately clear
that for p ¼ 1, less than half of the full range of yp(r)
(which is ½�1, þ 1�) is spanned by the Ca2 data region.
Thus, it would be unreasonable to expect that a
polynomial in y1ðrÞ determined from a fit to the data
would necessarily be ‘well behaved’ (i.e. have no
spurious behaviour) at small and/or large r outside
the data region.
The plots in figure 1 clearly show that use of

moderately large values of p will strongly inhibit
irregular behaviour of functions of yp(r) outside the
data region, since when the expansion variable becomes
constant, so does any function defined in terms of it. At
the same time, for small values of jr� rej, ypðrÞ / ðr� reÞ
for all values of p, so the nonlinear mapping between
r and yp(r) will not inhibit the ability of the latter
to provide accurate representations of functions of r in
the region near re. On the other hand, the fact that yp(r)
plots becomes increasingly flat in the outer part of the
data region with increasing values of p means that for
those cases, polynomials in yp(r) will become increas-
ingly less able to provide flexible representations of
functions of r at large jr� rej. In practice this means that
for the larger values of p, ever higher-order polynomials
in yp(r) will be required to yield an accurate representa-
tion of a given function, and that at sufficiently high p,
no plausible increase in the polynomial order will suffice.
Illustrations of these considerations are seen in the
results presented below.

3.2.3. Inner and outer power-series orders. While use
of moderately large values of p to define the expansion
variable can usually prevent extrapolation problems
at large distances, it does not always simultaneously
prevent such problems at small r [36]. This should not be
surprising, since a typical diatomic potential well
is highly asymmetric, so the polynomial required to
accurately describe the behaviour of �(r) in the relatively
narrow portion of the data region with r � re would in
general be of much lower order than that required for
r > re (see figure 1). Thus, it seems reasonable to allow
the power series expansion of equation (9) to have
different orders in these two regions:

�MLRðrÞ ¼ 1� ypðrÞ
� �XNS

i¼0

�iypðrÞ
i
þ ypðrÞ�1, for r� re,

ð15Þ

�MLRðrÞ ¼ 1� ypðrÞ
� �XNL

i¼0

�iypðrÞ
i
þ ypðrÞ�1, for r> re:

ð16Þ

This means that the higher-order terms will not have to
compete with one another in the upper part of the inner
wall region where they are not really required to define
the shape of �(r). Of course the coefficients �i for terms
corresponding to powers i � min fNS,NLg will be the
same in both regions, so the only non-analytic behaviour

0 1 2 3 4 5
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rp+re
p

p=1

p=2p = 3
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p = 8

Ca2 data region

r/re

Figure 1. Plot of the expansion variable ypðrÞ for various integer values of p, showing the data region for ground-state Ca2.
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will be a small discontinuity in derivatives of order
min fNS,NLg þ 2 or greater at the one point r ¼ re.
In the application presented below, particular MLJ or

MLR potentials are identified by the value of p defining
the expansion variable yp(r), and by the orders NS and
NL of the polynomials appearing in equations (15) and
(16). For models with NS ¼ NL only a single argument
will be used, as in MLJp(N), while if NS 6¼ NL the label
for the potential model has both orders as arguments,
as in MLRpðNS,NLÞ.
The DPF fitting procedure is highly nonlinear, so one

needs to have a realistic set of initial trial potential
function parameters to initiate the fit. Such trial
parameters may be generated from a fit of the chosen
potential form to a mesh of approximate potential
function points generated either by ab initio calculations
or by applying the Rydberg–Klein–Rees inversion
procedure [1] to polynomial level energy expressions
determined from a Dunham-type analysis [50]. A
program for performing fits of this type may be obtained
freely (with a user manual) from the first author’s www
site [51].

4. Application to the ground X1�þ
g state of Ca2

4.1. Background

In recent work, Allard et al. [52, 53] reported remarkable
measurements of 3553 fluorescence series transitions
from 180 levels of the B1�þ

u state into 924 levels of the
ground state of Ca2. With rotational sublevels extending
up to J00 ¼ 164, these data spanned the vibrational level
range v ¼ 0–38, the top of which lies only ca. 0.3 cm�1

from dissociation. Since Ca is a closed-shell atom and
the available spectra involve only the predominant
(96.94% abundance) isotope which has a nuclear spin
of zero, this species is an ideal test case for the utility of
our new potential function form, since there are no
interstate couplings which could affect levels lying very
near dissociation.
The analyses of Allard et al. [52, 53] were based on

direct fits to two different types of models for the
potential energy function. In one of these, the potential
was based on a polynomial of order 20 (with 21
fitted coefficients) in the effective radial variable
ðr� rmÞ=ðrþ brmÞ, where rm is a fixed distance chosen
to lie near the potential minimum and b is a parameter
optimized in the fit. Since this form does not extrapolate
reasonably at either short or long distances, they also
found it necessary to choose inner and outer boundary
points Rinn and Rout at which physically reasonable
analytic functions are attached to this polynomial.
In the inner region r � Rinn the function appended was
Aþ B=r12, with the values of A and B being defined by

the requirement that there be a smooth connection to
the high-order polynomial at r ¼ Rinn; this introduced
no additional free parameters to the fit. However, the
function attached at Rout was the three-term inverse-
power expansion

VoutðrÞ ¼ De � C6=r
6 � C8=r

8 � C10=r
10 ð17Þ

in which parameters De and C10 were defined by
requiring that VoutðrÞ join the polynomial smoothly at
Rout, while C6 and C8 were free fitting parameters. Thus,
this potential function is defined by a total of 24 fitting
parameters plus the two selected distances Rinn and Rout,
and derivatives of order two and higher are not
continuous at Rinn and Rout.

The second type of potential function used in the
analyses of Allard et al. [52, 53] was the ‘spline/
pointwise’ (SPW) form which was originally introduced
by Tiemann and co-workers [54–58], and later developed
into a generally practical form by Pashov and his
collaborators [59–61]. In the SPW approach, the
potential function is defined by a cubic spline function
passing through a chosen set of grid points, and the
energies at those grid points are the parameters to be
determined from the fit to the data. For Ca2 the chosen
grid of 48 points included 6 points on the repulsive wall
above the dissociation limit, which were defined by
an unspecified extrapolation from the well region [53].
Moreover, at distances beyond a chosen value
r ¼ Rout ¼ 9:44 Å, the potential was again defined by
equation (17), in this case with De, C6 and C8 being free
fitting parameters and C10 being chosen ‘. . . to best fit
the shape of the pointwise potential between 9.4 and
10 Å’. Thus, for the 48-point grid of [53], this potential
has either 45 or 51 free fitting parameters, depending
on whether the repulsive wall grid points lying above
dissociation are taken as free or fixed, and the degree of
analytic continuity at Rout is not clear.

Rather than fit the fluorescence series data directly,
the analyses of Allard et al. [53] replaced them by 8500
ground-state level-energy differences. For the two
models described above, the fits yielded average
dimensionless deviations of dd ¼ 0:69 and 0.74, respec-
tively, while the deviations for transitions involving the
levels for which v00 � 35 yielded dd ¼ 0:92 and 0.89,
respectively.

4.2. Results

The present analysis is based on the data set reported

by Allard et al. [53], except that rather than take

differences, the 3553 observed transition energies

were treated directly, with the 180 fluorescence

series origins being treated as free parameters in
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our fitsy. All data were weighted by the inverse square of

the estimated experimental uncertainties, which ranged

from 0.004 to 0.032 cm�1. The difference between the

number of transitions used herein (3553) and

the number of assigned transitions mentioned in

[53] (3580) reflects the omission of a handful of

blended or very weak lines which had much larger

uncertaintiesy.
Since ground-state Ca2 dissociates to two 1S state

atoms, the powers of the two leading terms in the long-
range inverse-power potential are n¼ 6 and m¼ 8 [26,
27], and good estimates of the associated coefficients are
available from theory [62–64]. In particular, Moszynski
et al. [64] recently reported an accurate relativistic value
of C6 ¼ 1:0366� 107 cm�1 Å6, while in slightly earlier
work, Bussery-Honvault et al. [63] reported C6 and
C8 coefficients which yield the factor Q8, 6 ¼

C8=C6 ¼ 30 Å2, for which the estimated uncertainty is
	10% [65]. However, since the experimental data
include a number of levels lying very near dissociation,
with the outer turning point of the highest observed
vibrational level (v00 ¼ 38) lying beyond 18 Å, it should
be possible to determine an accurate value of at least
the leading coefficient from the experimental data. As a
result, the coefficient C6 was treated as a free parameter
in most of the fits reported below, while unless
stated otherwise, Q8, 6 was held fixed at the theoretical
value of 30 Å2.
Table 1 lists the dimensionless RMS deviations for

fits of the Ca2 data to MLJp and MLRp potentials
for a range of p values and a variety of orders for the
exponent polynomial in equations (15) and (16).
Prelimnary fits show both that NS ¼ 4 was sufficient
to describe the inner wall accurately, and that further
increasing or decreasing this value caused many of the
resulting potentials either to turn over at small r, or to

yield a lower quality of fit. None of the NS¼ 4 cases
exhibit turnover or other spurious behaviour at small
r, so NS¼ 4 was used for all the potential models
discussed below.

As would be expected, for a given potential form and
value of p, the quality of fit improves as the order of the
exponent polynomial increases. However, it is note-
worthy that for all cases, as NL increases the values of dd
drop to a common plateau, and are not significantly
affected by further increases in the exponent polynomial
order. This differs from the situation sometimes
encountered with fits to Dunham-type level-energy
expansions, where higher-order polynomials can some-
times follow non-physical irregularities in the data to
give artificially low dd values. The results in table 1 also
show that for a given overall polynomial order NL, dd
generally increases with p; this is to be expected,
since the range of r for which yp(r) is relatively flat
increases with p (see figure 1). Finally, we see that for a
given value of p, higher-order exponent polynomials
are required to achieve convergence for MLR
potentials than for MLJ potentials. This is also to be
expected, because the former incorporates an additional
constraint.

For the MLJp form, potentials with p¼ 2, 3 and 4
fully account for all of the data within the experimental
uncertainties for overall exponent polynomial orders
of NL � 6, 7 and 7, respectively. In particular, for the
MLJ2ð4; 6Þ case, the resulting total of 10 fitting param-
eters is much smaller (by factors of 2.4 and 4.5,
respectively) than the numbers of parameters associated
with the polynomial and SPW potentials of [53].
Moreover, the residuals for the 43 transitions
associated with the highest observed levels v00 ¼ 35–38
yield dd35 ¼ 0:92 for that case, a value quite
similar to the analogous average dimensionless

Table 1. Dimensionless RMS deviations dd for direct fits of various MLJp and MLRp potential forms to the data for
ground-state Ca2.

NS;NL ¼ 4; 5 4; 6 4; 7 4; 8 4; 9 4; 10 4; 11 4; 12

MLJp potentials with C6 determined by the fit

p¼ 2 0.9598 0.6368 0.6367 0.6341 a a a a

p¼ 3 1.0614 0.6997 0.6391 0.6352 0.6350 0.6348 0.6346 0.6336
p¼ 4 1.7994 0.7653 0.6373 0.6361 0.6359 0.6353 0.6346 0.6345

MLRp potentials with C6 fitted while fixing Q8;6 ¼ Qtheory
8;6 ¼ 30 Å2

p¼ 3 1.1297 0.7212 0.6409 0.6347 0.6347 0.6346 0.6345 0.6336

p¼ 4 1.0412 0.7105 0.7093 0.6777 0.6531 0.6421 0.6359 0.6341
p¼ 5 6.3933 3.1689 1.7656 0.9840 0.7128 0.6466 0.6370 0.6356
p¼ 6 2.5204 1.7072 1.2380 0.09476

aThe surfeit of free parameters makes these fits difficult to converge, and causes the fitted C6 values to have very large uncertainties.

yWe are grateful to Dr Asen Pashov for providing us with these data.
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discrepancies (0.89 and 0.94) for transitions into levels
v � 35 reported for the polynomial and SPW potentials
of [53].
Unfortunately, although these very compact MLJp

models both represent the data well and have the correct
limiting inverse-power long-range functional form, they
do not approach that limiting behaviour in the correct
manner, and excessive model-dependence of the fitted
values suggests that a reliable estimate of C6 cannot be
determined using this type of model. To illustrate this
point, consider the behaviour of the quantity Ceff

6 ðrÞ,
which is defined by a model in which the entire potential
is represented by a single inverse-power term with a
variable coefficient:

VðrÞ ¼ De � Ceff
6 ðrÞ=r6: ð18Þ

Theory tells us that at large r the potential
function for ground-state Ca2 takes on the form
given by equation (17) [26, 27], so at long range we
expect that

Ceff
6 ðrÞ � r6½De � VðrÞ� ¼ C6 þ

C8

r2
þ
C10

r4
þ � � � : ð19Þ

As a result, as 1=r2 ! 0 (or r ! 1), Ceff
6 ðrÞ should

approach an intercept of C6 with a slope of C8.
Moreover, theory tells us that C6, C8 and C10 coefficients
are all positive for pairs of interacting ground-state
atoms [23, 24]. Hence, plots of this type should approach
the 1=r2 ¼ 0 intercept with finite positive slope (equal to
the C8 value) and positive (upward) curvature defined
by the C10 coefficient.

Figure 2 presents plots of Ceff
6 ðrÞ versus 1/r2 for

representative MLJp potentials; the analogous curve for

the fitted MLJ2ð4; 6Þ potential would lie between those

for MLJ2ð4; 7Þ and MLJ2ð4; 8Þ, while the p ¼ 3 and 4

potentials for NL ¼ 7, 9 and 10 lie between the

corresponding curves for NL ¼ 8 and 11. This plots

lead to the following conclusions.

(a) Although they are linear at the intercept, the curves
for the MLJ2 potentials have negative curvature
there, not the expected positive curvature, and
their limiting slopes are very much larger than
Ctheory

8 [63]. This unphysical behaviour shows
that these MLJ2 potentials do not extrapolate
properly.

(b) The fitted MLJ3 and MLJ4 potentials approach
their intercepts with zero slope (see also discussion
following equation (14)) rather than a positive slope

0.000 0.002 0.004 0.006 0.008

MLJ2(4;8)

MLJ2(4;7)

MLJ4(4;8&11)

MLJ3(4;8&11)
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C6
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(r)/cm−1Å6
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Ca2 data
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C6
theory→

MLJp potentials

C6 free in the fit

Figure 2. Long-range behaviour of MLJp potentials for Ca2 determined with C6 a free fitting parameter.
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of magnitude comparable to the theoretical C8

value (heavy dotted line).
(c) The intercepts of all of these MLJ potentials differ

very substantially from the recent theoretical value
[64] of C6 ¼ 1:0368� 107cm�1 Å6 (intercept of
dotted line).

(d) The wide range of the C6 value intercepts (varying
from 1:15� 107 to 0:61� 107 cm�1 Å6) associated
with the curves in figure 2 shows that fits to this type
of model, with no constraint on the form of the
leading deviation from the limiting C6=r

6 potential
function behaviour, do not yield a reliable estimate
of the C6 coefficient.

As a further test of this type of model potential,
figure 3 presents plots of Ceff

6 ðrÞ versus 1/r2 for

representative MLJp potentials obtained from fits in
which C6 was held fixed at the theoretical values of

Moszynski et al. [64]. For the cases shown, the

associated fits also fully represent the data (dd90:64),
and the behaviour in the extrapolation region is much

less model dependent than that seen in figure 2.

However, the limiting negative curvature of the curves
for the fitted p¼ 2 potentials and the fact that the p¼ 3

curves have zero slope at the intercept make their
extrapolation physically incorrect.

In summary, the MLJp form provides very compact

(few-parameter) models which accurately represent the

Ca2 data. However, when C6 is treated as a free
parameter in the fits, the extrapolation behaviour of

the resulting potentials is quite unreliable, and even
when C6 is fixed at the recommended theoretical value
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Ca2 data
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1.1×107
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MLJp potentials

C6 fixed at C 6
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Figure 3. Long-range behaviour of MLJp potentials for Ca2 determined while fixing C6 ¼ Ctheory
6 .
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[64], the extrapolation behaviour has significant short-
comings. Moreover, although the p¼ 2 and p¼ 3 curves
on figure 3 bracket the expected limiting slope, those
deficiencies will not be removed by setting p at a non-
integer value between 2 and 3, since the analytic form of
equation (14) shows that for any value of p which is
greater than zero, the limiting slope on the type of plot
seen in figure 3 is necessarily zero. Thus, fits to MLJp
functions are unable to yield a satisfactory description
of this system.
The lower segment of table 1 summarizes the results

of fits to MLRp potentials performed with C6 free, but
with Q8, 6 fixed at the (rounded) theoretical value [63, 65]
C8=C6 ¼ 30ð	3Þ Å2. They show that for p¼ 3, 4 and 5,
potentials expressed in terms of exponent polynomials of
orders NL � 7, 10 and 10, respectively, fully account for
all of the data within the experimental uncertainties. The
long-range extrapolation behaviour of these potentials
is illustrated in figure 4 by plots of Ceff

6 ðrÞ for the three
lowest-order ‘good’ fits associated with each of these
values of p. As mentioned above, the attractive C10=r

10

contribution to the potential should cause the leading
deviation from the limiting linear behaviour imposed on
these plots by the theoretical C8 value (slope of heavy
dotted line) to be positive (upward) curvature. However,
for the MLR3 potentials this initial curvature is negative

(downward). This non-physical behaviour indicates that
these p¼ 3 potentials are too ‘floppy’ to define the
potential properly in the long-range region, so they are
not considered further. The fact that the limiting
behaviour of these p¼ 3 curves is unsatisfactory is also
consistent with the suggestion made earlier that the
value of p should be chosen so that ðnþ pÞ should be no
smaller than the power of the third-longest-range term
in the intermolecular potential, which in this case implies
that we should choose p� 4.

For MLR4 and MLR5 potentials with NL¼ 10–13
which were obtained while fixing Q8, 6 ¼ 30 Å2, table 2
lists the fitted values of De and C6, together with the
values of the dimensionless RMS deviations for the
overall fit, ddtot. The last line of the table then presents
averages of the individual De and C6 values, with overall
uncertainties which take account of both the dispersion
among the individual values and the individual param-
eter uncertainties. An additional source of uncertainty is
associated with our choice of the fixed value assumed for
the ratio Q8, 6 ¼ C8=C6 ¼ 30:0 Å2 [63]. Allowing for a
	10% uncertainty in this quantity [65] gives rise to
a 1.5% uncertainty in C6, and 	0:004 cm�1 in De; for
C6 this is the dominant contribution to the overall
parameter uncertainty shown at the bottom of table 2. A
noteworthy feature of the MLR4 and MLR5 plots
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MLRp potentials
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Figure 4. Long-range behaviour of MLRp potentials for Ca2 determined with C6 a free fitting parameter but Q8, 6 held fixed
at the theoretical value of C8=C6 ¼ 30 Å2 [63].
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in figure 4 (solid and dashed curves) is the very small
degree of model dependence in the extrapolation to the
intercept; in particular, the plots for the three p¼ 5
potentials and the MLR4ð4; 11Þ potential are
virtually superimposed. This gives us confidence in the
physical significance of this predicted extrapolation
behaviour.
Table 3 summarizes the results of fits to MLR

potentials which were performed with the ratio
Q8, 6 ¼ C8=C6 also being treated as a free fitting
parameter. It shows that fits of excellent quality are
obtained with exponent polynomial orders NL� 7 and
NL � 10 for p ¼ 4 and 5, respectivelyy. However,
comparison of results for otherwise equivalent models
in tables 2 and 3 shows that the quality of fit only
improves marginally when Q8, 6 is also treated as a free
parameter. Moreover, the large relative uncertainties
and high degree of model dependence of the Q8, 6 values
associated with the p¼ 4 MLR potentials indicates that

fits to the MLR4 potential form cannot provide a
reliable experimental estimate of this quantity. On the

other hand, the results for the various MLR5 potentials
show much less model dependence, and in the absence of

other information, those average values would define
our best estimates of these quantities.

4.3. Optimal estimates of the potential function
and its long-range properties

The Ca2 data analysis presented above had two main
objectives: the first was to demonstrate the utility of the
two-term MLR potential function form, and to ascer-
tain how accurately it can determine a molecule’s
dissociation energy and long-range potential coefficients
in the absence of other information. The results in the
last three columns of table 4 show that the present values
of the three parameters defining the potential function
tail agree with those of the most recent analysis of Allard

yResults for MLR4 potentials with NL ¼ 8� 10 are omitted because those fits attempted to converge on unphysical negative values
of Q8;6.

Table 2. Results of fits to various MLR potentials performed with Q8,6 fixed at the theoretical value C8=C6 ¼ 30:0 Å2 [63].
Quantities in parentheses are 95% confidence limit uncertainties in the last digits shown, while the uncertainties in square brackets

were estimated as outlined in the text.

p NS;NL ddtot De=cm
�1 C6=10

7 cm�1 Å6

4 4; 10 0.642 1102.0650 (42) 1.0193 (26)
4 4; 11 0.636 1102.0758 (49) 1.0299 (37)

4 4; 12 0.634 1102.0782 (50) 1.0375 (51)
4 4; 13 0.633 1102.0829 (60) 1.0443 (70)
5 4; 10 0.647 1102.0829 (35) 1.0348 (7)

5 4; 11 0.637 1102.0729 (40) 1.0319 (9)
5 4; 12 0.636 1102.0726 (40) 1.0306 (11)
5 4; 13 0.635 1102.0746 (43) 1.0315 (14)

Average 1102.076 [	0.008] 1.032 [	0.02]

Table 3. Results of fits to MLRp potentials performed with both C6 and Q8;6¼C8=C6
treated as free parameters. Quantities

in parentheses are 95% confidence limit uncertainties in the last digits shown.

p NS;NL ddtot De=cm
�1 C6=10

7 cm�1 Å6 R8;6 Å
2

4 4; 7 0.637 1102.0870 (52) 1.1260 (100) 0.8 (20)

4 4; 11 0.635 1102.0893 (87) 1.1185 (480) 4.7 (130)
4 4; 12 0.634 1102.0830 (100) 1.0705 (630) 19.8 (190)
4 4; 13 0.633 1102.0756 (110) 0.9803 (820) 52.3 (300)

5 4; 10 0.643 1102.0699 (53) 1.0095 (78) 34.7 (15)
5 4; 11 0.637 1102.0745 (54) 1.0367 (100) 29.1 (20)
5 4; 12 0.634 1102.0841 (62) 1.0622 (130) 23.8 (25)
5 4; 13 0.633 1102.0854 (66) 1.0696 (170) 22.3 (34)

Averages for p¼ 5 1102.078 [	0.009] 1.045 [	0.026] 27.5 [	5.6]
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et al. [53] and with the best current theoretical values
well within the uncertainties. Moreover, the values of C6

and C8=C6 obtained herein are distinctly closer to the
current best ab initio values than are those of Allard
et al. [53]. Unfortunately, the uncertainties associated
with the present empirical determination of the ratio
C8=C6 are still relatively large, and inter-parameter
correlation means that this leads to an empirically
determined C6 value with an uncertainty which is
somewhat higher than might be necessary.
The second objective of our Ca2 analysis was to

determine the best possible empirical estimates of the
dissociation energy and long-range potential coeffi-
cient(s) of this state. The approach taken here is based
on the intuitive assumption that in ab initio calculations
of C6 and C8 at a given level of theory, the ratio of the
resulting coefficients will tend to be more accurate than
the individual values. The estimate for the uncertainty in
the theoretical C8=C6 ratio given above was based on an
estimate [65] of 10% for the uncertainty in the calculated
C8 coefficient [63]. However, we note that the values of
this ratio defined by the theoretical long-range potential
coefficients reported in [63] and [66] (29.85 and 27.33 Å2,
respectively) agree to within 6.9%, although the
associated C6 coefficients differ by up to 13.6%.
Similarly, the values of this quantity yielded by the
relativistic and non-relativistic calculations of [63] (29.85
and 29.74 Å2, respectively) differ by only 0.37%, while
the associated C6 coefficients differ by 1.9%. Thus,
it seems reasonable to conclude that the true uncertainty
in the (rounded) theoretical value of C8=C6 ¼ 30 Å2 is
somewhat smaller than 10%, and that it is considerably
smaller than the uncertainty in our empirical value of
27.5(	5:6Þ Å2.
The above considerations led us to conclude that the

best possible empirical values of De and C6 for this
system would be those obtained from fits performed
while fixing C8=C6 ¼ 30 Å2, as summarized in the last
row of table 2 and first column of table 4. These values

are incorporated in our final recommended potential
energy function model, the MLR5ð4; 11Þ function whose
parameters are listed in table 5. The numbers of digits
required to represent its exponent expansion parameters
were minimized using the sequential rounding and
refitting procedure of [67]. Uncertainties are not listed
for the individual �i values since they have no distinct
physical significance, while those associated with the
physically interesting parameters De and C6 are esti-
mates based on the model dependence illustrated by
table 2, on the uncertainties associated with the
individual fits, and on the effect of the estimated
uncertainty in the value of Q8, 6 obtained from theory.

5. Discussion and conclusions

The present work shows that the new MLR potential
form can provide an accurate representation of the

Table 4. Comparison with parameters obtained in previous work.

Present

Recommended Fitted freely Allard et al. [53] Theory

De=cm
�1 1102.076 [	0.008] 1102.078 [	0.009] 1102.060 or 1102.074 1113a

D0=cm
�1 1069.869 [	0.009]b 1069.872 [	0.011]b 1069.868 [	0.010]b

C6=10
7cm�1 Å6 1.032 [	0.02] 1.045 [	0.026] 1.003 [	0.033] 1.0366c

ðC8=C6Þ=Å
2 [30.0]d 27.5 [	5.6] 31.4–44.5 29.85 [	3.0]e

aSee [63]. This value is not expected to be particularly accurate.
bDefined as the binding energy of the zero point level.
cFrom [64].
dFixed (rounded) theoretical value [63].
eFrom [63] and [65].

Table 5. Parameters defining our recommended
MLR5(4;11) potential energy function for the X1�þ

g state of
Ca2. This fit to this model yields ddtot¼ 0.637 and dd35 ¼ 0:91:

De=cm
�1 1102.076 [	0.008]

D0=cm
�1 1069.870 [	0.009]

C6=cm
�1 Å6 1.032 [	0.02]� 107

C8=C6=Å
2 30

re=Å 4.27781 [	0.00003]
�0 �1.074136

�1 0.0232
�2 �0.42734
�3 �0.1602

�4 �0.3443
�5 �8.228
�6 72.177

�7 �291.79
�8 639.5
�9 �797.5
�10 533

�11 �150
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extensive high resolution Ca2 data of Allard et al.
[52, 53], which is much more compact and than
previously reported potentials [53] based on this same
data set. In particular, the polynomial potential of [53]
is defined in terms of 21 polynomial coefficients (each
specified to 18 significant digits!), two long-range fitting
parameters, plus three other parameters chosen to give
‘. . . good convergence of the fitting procedure’, for a
total of 26. The alternate SPW form used by Allard et al.
[53] is defined by a grid of 48 points, the energy of each
being a free parameter, plus three additional fitting
parameters associated with the analytic inverse-power
tail. In contrast, the present potential is defined in terms
of a mere 15 fitting parameters plus one manually
chosen parameter, p¼ 5, and one fixed long-range
parameter (Q8, 6), for a total of 17, and no separate
potential segments need to be attached at short or long
range. The fact that the present potential is a single
compact analytic function will also make it relatively
easy to use.
It is also interesting to see that, although the

difference is within the estimated uncertainties, our
recommended experimental value of C6 for this system
is distinctly closer to the recent theoretical value of
Moszynski et al. [64] than is the value reported by Allard
et al. [53]. Moreover, our estimated uncertainty in C6 is
based on an estimated 10% uncertainty for the
theoretical C8=C6 value which discussion above suggests
is somewhat pessimistic, and may have made our
estimates of the uncertainties in our recommended
empirical De and C6 values (first column in table 4)
somewhat pessimistic.
In spite of the differences noted above, it is important

to remember that the polynomial and SPW potentials
of Allard et al. [53] do provide an equally good
representation of the Ca2 data, and table 4 shows that
their estimates of the dissociation energy and long-range
potential coefficients are quite close, both to the values
obtained here and to the current best theoretical values.
This clearly affirms the validity and reliability of all
three approaches. Moreover, the SPW potential form
would probably be the ‘method of choice’ for treating
cases in which the potential function undergoes abrupt
changes in shape or other types of irregular behaviour.
However, the more compact (fewer parameters being
required) unified form of the MLR potential make it
easier to use, and will make it a particularly convenient
choice for future work.
Three cautionary notes raised by the present study

concern the ability of DPF analyses to determine reliable
estimates of dissociation limits and long-range potential
coefficients. In particular, the discussion associated with
figures 2 and 3 suggests that a potential model which
incorporates only a single long-range inverse-power

term (such as the MLJ potential) may not provide a
realistic extrapolation beyond the data region, even if
the experimental data extend almost all the way to
dissociation, unless a good estimate of the limiting Cn

potential coefficient is available and is held fixed in the
fit. Fortunately, this has been the case in almost all
applications of the MLJ potential function form
reported to date [30–33, 35, 37–44]. The second point
is that the determination of a reliable estimate of the
limiting long-range potential coefficient Cn (C6 in the
present work) by a DPF analysis using the MLR form
may not be possible unless some plausible estimate of
the relative strength of the second term in the long-range
potential is known and held constant in the fit, in order
to constrain the leading deviation from the limiting
behaviour of equation (8) to have the correct qualitative
form. Finally, this study illustrates the more general
point that model dependence is often the dominant
source of uncertainty affecting the determination of
physically interesting quantities from experimental data.

While the present application of the MLR form was
based on the simple two-term uLRðrÞ of equation (11), it
would be straightforward to generalize it to incorporate
three or more specified inverse-power terms in the long-
range tail, as in

uLRðrÞ ¼
Cn

rn
þ
Cm1

rm1
þ
Cm2

rm2
¼

Cn

rn
1þ

Qm1, n

rm1�n
þ
Qm2, n

rm2�n

� 	
ð20Þ

or to incorporate damping functions [45–47] into each
of the inverse-power terms. It should also be possible to
utilize more complicated expressions for uLRðrÞ
which take account of inter-state coupling [68, 69].
However, the discussion associated with equation (14)
places some practical limits on such extensions of the
model, in that the power p defining the radial expansion
variable yp(r) must be larger than the difference between
the largest and smallest powers of the inverse-power
terms contributing to uLRðrÞ, p > ðmmax � nÞ. As shown
by figure 1, the domain of r=re over which jypðrÞj differs
significantly from unity becomes ever narrower with
increasing values of p, so for large values of ðmmax � nÞ
the exponent coefficient �(r) will have limited region of
flexibility. However, a more practical limitation may
prove to be the availability of realistic theoretical
estimates for the long-range potential coefficient ratios
Qmj, n to utilize in such expressions. In any case, some of
these extended versions of the MLR form will be
examined in future work.

The MLR potential function form has been used
in one previous DPF analysis, in a case in which
the experimental data spanned only half the potential
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well [35]. As a result, that analysis could not have been
expected to determine De or the long-range potential
coefficients. However, it was shown there that imposi-
tion of the two-term limiting long-range MLR behav-
iour of equation (12) with both C6 and Q8, 6 fixed at
theoretical values, ensured that the resulting potential
would provide particularly realistic extrapolation behav-
iour in the interval from the data region to the
asymptote. The present application to Ca2 is a much
more challenging case, since the fact that the data being
treated span 99.97% of the potential well places much
more severe demands on the flexibility of this functional
form. Its success in representing the data in a much more
compact manner than was done in previous work with
the same data set attests to its utility.
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[69] M. Aubert-Frécon, S. Rousseau, G. Hadinger, and
S. Magnier, J. Molec. Spectrosc. 192, 239 (1998).

A new potential function form incorporating extended long-range behaviour 677


