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Abstract

This paper describes program LEVEL, which can solve the radial or one-dimensional Schrödinger equation and automatically locate either all of, or a selected number of, the bound and/or quasibound levels of any smooth single- or double-minimum potential, and calculate inertial rotation and centrifugal distortion constants and various expectation values for those levels. It can also calculate Franck-Condon factors and other off-diagonal matrix elements, either between levels of a single potential or between levels of two different potentials. The potential energy function may be defined by any one of a number of analytic functions, or by a set of input potential function values which the code will interpolate over and extrapolate beyond to span the desired range.

1. Introduction

Determining the number, energies and properties of vibration–rotational levels of a given one-dimensional or effective radial potential, and calculating matrix elements and transition intensities coupling levels of a single potential or levels of two separate potentials, are ubiquitous problems in chemical physics. The computer program LEVEL described here is a robust and flexible tool for performing such calculations. Although the original version of this program was based upon the famous Franck-Condon intensity program of Zare [1–3], the present version has been considerably modified over several decades, and now incorporates several unique features. In particular, it can:

(i) automatically locate and calculate the widths of quasibound (orbiting resonance or tunneling predissociation) levels;

(ii) calculate diatomic molecule inertial rotation and centrifugal distortion constants for levels of a given potential;

(iii) readily locate levels with dominant wave function amplitude over either well of an asymmetric double minimum potential;

(iv) automatically locate and calculate expectation values for all vibration–rotation levels of any well-behaved single-minimum, “shelf state” or double minimum potential;

(v) as an extension of (iv), it can automatically generate (for example) Franck-Condon factors and the radiative lifetimes for all possible discrete transitions allowed by specified (via the input data file) rotational selection rules between the levels of a single potential, or between two different potentials. Although the present version only calculates Einstein A coefficients using Hönl-London factors for the case of singlet–singlet electronic transitions, it may readily be generalized to treat other cases.
In the following, Section 2 presents the basic equation being solved, describes how the program functions, and outlines some of its options. Section 3 then states the input/output conventions, indicates the units assumed for the physical parameters of interest, and presents a shell to facilitate running the program on a UNIX or Linux system. Program operation is controlled by the contents of a data file that is read (on Channel-5) during execution. The structure of this data file and the significance of the various read-in parameters are described in Appendices A and B in a Supplementary Materials PDF document accompanying this paper. Appendix C there then presents and describes sample data files and (truncated) output files illustrating many of the capabilities of the code, while Appendix D presents an outline of the structure of the program and the roles of its various subroutines. The version of the code described herein includes corrections and enhancements incorporated up to April 2016. Individuals currently utilizing older versions [4] will likely find it desirable to obtain the current version since it contains a number of corrections and additional functionality. The author would always appreciate having users inform him of any apparent errors or instabilities in the code, or of additional features that might be desirable for future versions.

2. Outline of program operation and options

2.1. Solving the radial Schrödinger equation

The core of the program is concerned with determining the discrete eigenvalues and the associated eigenfunctions of the radial or (effective) one-dimensional Schrödinger equation

\[ -\frac{\hbar^2}{2\mu} \frac{d^2 \Psi_{J}(r)}{dr^2} + V_J(r) \Psi_{J}(r) = E_{J} \Psi_{J}(r), \]  

(1)

in which \( \mu \) is the “effective” or reduced mass of the system, \( J \), the rotational quantum number, \( r \) the internuclear distance, and the effective one-dimensional potential \( V_J(r) \) is a sum of the rotationless (electronic) potential \( V(r) \) plus a centrifugal term. For the normal problem of a diatomic molecule rotating in three dimensions, this centrifugal potential has the form \( (J^2 - \Omega^2)\hbar^2/2\mu r^2 \), where \( \Omega \equiv \text{OMEGA} \) is the projection of the electronic angular momentum onto the internuclear axis. However, for the special case of a diatomic molecule rotating in two dimensions, a case invoked by setting the input parameter \( \text{OMEGA} > 99 \) (see the discussion of data input statement #6 in Appendix B) this term becomes \( (J^2 - 1/4)\hbar^2/2\mu r^2 \). Moreover, in order to allow for the special properties of small molecular ions, the program normally defines the reduced mass appearing in Eq. (1) as Watson’s “charge-modified reduced mass” [5],

\[ \mu = \mu_W = \frac{M_A M_B}{M_A + M_B - m_e Q}. \]  

(2)

in which \( M_A \) and \( M_B \) are the atomic masses of the two atoms, \( m_e \) is the electron mass, and \( Q \equiv \text{CHARGE} \) (see input READ statement #1 in Appendix B) is the (positive or negative) integer net charge on the molecule. Alternately, it may use the usual two-body expression for the reduced mass, with the missing/added electron mass subtracted from/added to the mass of one atom or the other.

The core of the calculation is the solution of Eq. (1) to determine the eigenvalues \( E_{J} \) and eigenfunctions \( \Psi_{J}(r) \) of the potential \( V_J(r) \). This is done in subroutine SCHRQ, which is based on the famous Coolsy–Cashion–Zare routine SCHR [1–3,6,7], but incorporates the ability to locate and calculate the widths of “quasibound” or tunneling-predissociation levels [8–11], metastable levels that lie above the dissociation limit, but have their dissociation inhibited by a potential energy barrier.

The accuracy of the eigenvalues and eigenfunctions obtained is largely determined by the size of the (fixed) radial mesh \( \text{RH} \) (see read statement #5 of the input data file) used in the numerical integration of Eq. (1). For potentials that are not too steep or too sharply curved, adequate accuracy is typically obtained using an \( \text{RH} \) value that yields a minimum of 30–50 mesh points between adjacent wavefunction nodes in the classically allowed region. An appropriate mesh size may be estimated using the “particle-in-a-box”-based expression

\[ \text{RH} = \pi \left( \frac{\mu \times \text{max}[E - V(r)]/c_{\mu}^{2/3}}{857629206} \right)^{1/2} \]  

(3)

in which \( \text{NPN} \) is the selected minimum number of mesh points per wavefunction node (say 50), \( \text{max}[E - V(r)] \) is the maximum of the local kinetic energy (in cm\(^{-1}\)) for the levels under consideration (in general it is \( \leq \) the potential well depth), and \( c_{\mu} = 16.857629206 \) is the “inertial constant”, the value of \( \hbar^2/2 \) in units [amu\( \text{cm}^{-1} \cdot \text{A}^2 \)] (see Section 3). A value of \( \text{NPN} \) that is too small will yield results that will not have the desired accuracy, while too large a value may require excessive computational effort or cause array dimensions to be exceeded. Thus, while Eq. (3) is a useful guide, a careful user should always perform test calculations using different \( \text{RH} \) values in order to verify that the calculated results achieve the accuracy desired for the specific application.

The numerical integration of Eq. (1) is performed in the range from \( \text{RMIN} \) to \( \text{RMAX} \) (see read statement #5) using the Numerov algorithm [6,12]. This is a three-point propagation scheme, so to initiate this integration, it is necessary to specify initial values of the wave function at two adjacent mesh points at each end of the range. For truly bound states, the wave function at the outer end of the range, \( \text{R} = \text{RMAX} \), is initialized at an arbitrary value (unity), while its value at the adjacent inner mesh point is defined using the first-order semiclassical wavefunction [13]

\[ \Psi_{J}(r) \propto \left[V_J(r) - E_{J}\right]^{-1/4} \exp \left(-\sqrt{2\mu \hbar^2/\mu \kappa^2} \int \left[V_J(r') - E_{J}\right]^{1/2} dr' \right). \]  

(4)

The Numerov procedure then propagates the wavefunction inward.

At short range, most realistic intermolecular potentials grow very steeply, causing the wavefunctions in the classically forbidden region to die off extremely rapidly with decreasing \( r \). As a result, the wave function at the inner end of the chosen range of integration is normally initialized by placing a node at the lower bound of this range, the read-in distance \( \text{RMIN} \). This is effected by setting
\( \Psi_{vJ}(r = R_{\text{MIN}}) = 0 \), giving \( \Psi_{vJ}(r = R_{\text{MIN}} + \delta r) \) an arbitrary (non-zero) value, and allowing the Numerov scheme to proceed from there. This is the normal case for a diatomic molecule problem. Note that one should normally set \( R_{\text{MIN}} > 0 \), as the centrifugal contribution to the potential becomes singular at \( r = 0 \).

A special treatment of the inner boundary condition may be implemented if one is searching for eigenfunctions of a precisely symmetric potential whose midpoint is located at \( R_{\text{MIN}} \). For asymmetric levels that would have a node at that midpoint, the normal treatment described above will suffice. However, another approach must be implemented for symmetric levels whose wave functions would have zero slope at \( R_{\text{MIN}} \). This option is built into subroutine SCHRQ, and is invoked by setting the control parameter \( \text{INNER} \leq 0 \). However, since this is an unusual case, varying this parameter is not one of the normal options of the current version of the main program, and a user who wishes to deal with this case may choose either to add parameter \( \text{INNER} \) to \( \text{READ} \) (see lines \#431-465 of the main program), or to recompile the code with the value of \( \text{INNER} \) defined on line \#446 of the code, reset to 0.

For special applications, if desired, a hard wall outer boundary condition may be imposed by setting the input integer \( IV(i) \) (see \( \text{READ} \) \#25), which would otherwise represent the vibrational quantum number, equal to a large negative number whose absolute value would specify the radial mesh point at which this wall would be placed. In particular, setting \( IV(i) < -10 \) causes a hard wall (wave function node) to be placed at mesh point number \( IV(i) \) for level-\( i \).

The Cooley procedure \([6,7]\) for finding an eigenvalue of Eq. (1) is illustrated in Fig. 1. For any given trial energy the numerical integration proceeds inward from \( R_{\text{MAX}} \) and outward from \( R_{\text{MIN}} \) until the two solution segments meet at a chosen matching point \( r_x \). The discontinuity in the slopes of the inward and outward trial functions at \( r_x \) is then used to estimate the energy correction required to converge on the eigenvalue closest to the given trial energy \([14,6]\), and this process is repeated until the energy improvement is smaller than the chosen convergence criterion (parameter EPS of \( \text{READ} \) \#5). This procedure usually converges very rapidly, and for a single-minimum potential it is insensitive to the choice of the matching point \( r_x \) as long as it lies in the classically allowed region where the wavefunction amplitude is relatively large. However, to ensure high accuracy of calculated expectation values or matrix elements, EPS should usually be set 2 orders of magnitude smaller than the actual eigenvalue precision required.

For an asymmetric double-well potential, wavefunctions usually have amplitudes of very different magnitude over the two wells, and the eigenvalue correction algorithm \([6,14]\) used by SCHRQ tends to become unstable if the matching distance \( r_x \) lies in the well in which the wavefunction has very small amplitude. As a result, it is normally necessary to require \( r_x \) to lie in the well in which its amplitude is the largest. In the current version of the program, this choice is set by the internal control parameter \( \text{INNER} \) (\( \equiv \text{SINNER} \)), which is given a default value in Line \#408 of the code, but as needed, is set to the appropriate value by the automatic vibrational level-finder subroutine ALF. As a result, calculations involving vibrational levels of a double well or "shell-state" potential are (normally) performed just as routinely as those for a normal single-well potential.

In general, the outward and inward numerical integrations start at the input distances \( R_{\text{MIN}} \) and \( R_{\text{MAX}} \) (see \( \text{READ} \) \#5), respectively, which should lie sufficiently far into the classically forbidden regions (where \( V_J(r) > E_{vJ} \)) that the wavefunction has decayed by several orders of magnitude relative to its amplitude in the classically allowed region. The present version of the code prints warning messages if this decay is not by a factor of at least \( 10^{-9} \); if such warnings are printed, a smaller \( R_{\text{MIN}} \) or larger \( R_{\text{MAX}} \) value may be needed in order to ensure that the desired accuracy is achieved. However, should \( R_{\text{MIN}} \) of \( R_{\text{MAX}} \) lie sufficiently far into the classically forbidden regions that \( [V_J(r) - E] \) becomes extremely large, the integration algorithm itself can become numerically unstable for the given mesh size. For realistic diatomic molecule potential curves, this situation is only likely to occur near \( R_{\text{MIN}} \). If it does, a warning message is printed, and the beginning of the integration range is automatically shifted outward until the problem disappears. However, use of a slightly larger value of \( R_{\text{MIN}} \) will cause these warning messages to disappear and (marginally) reduce the computational effort. For most diatomic molecules, a reasonable value of \( R_{\text{MIN}} \) is ca. 0.6-0.8 times the smallest inner turning point encountered in the calculation, but for hydrides or other species of low reduced mass, smaller values may be necessary.

The program internally defines the upper bound on the range of numerical integration as the smaller of, the read in \( \text{READ} \) \#5) value of \( R_{\text{MAX}} \), and the largest distance consistent with the specified mesh and the internally defined (see Section 3) potential energy function and distance array dimension \( \text{NDIMR} \). As with \( R_{\text{MIN}} \), the choice of \( R_{\text{MAX}} \) is not critical, provided (for truly bound states) that the wave function has decayed to an amplitude much smaller than that in the classically allowed region, and the same amplitude decay test of \( 10^{-9} \) mentioned above is used here. However, due to the anharmonicity of typical molecular potential curves, the requisite values of \( R_{\text{MAX}} \) are much larger for highly excited vibrational levels than for those lying near the potential minimum. In order to reduce computational effort, an integration range upper bound \( r_{\text{END}}(v,J) \) is therefore estimated for each level using the semiclassical result of Eq. (4), which shows that the wavefunction dies off exponentially in the classically forbidden region with an exponent of 

\[
-\sqrt{2\mu\hbar^2} \int_{r_{\text{END}}(v,J)}^{r_{\text{MIN}}(v,J)} (V_J(r) - E_{vJ})^{1/2} dr
\]

in which the turning point \( r_{\text{MIN}}(v,J) \) marks the outer end of the classically accessible region at energy \( E_{vJ} \). For each level it considers, SCHRQ first locates \( r_{\text{MIN}}(v,J) \), and then determines a value of \( r_{\text{END}}(v,J) \) that is sufficiently large to ensure that this starting amplitude is smaller than that in the classically allowed region by a factor of at least \( 10^{-9} \). In calculations for levels spanning a wide range of energies,
the employment of this procedure in the program can reduce the overall computation time by a factor of two or more.

2.2. Locating quasibound levels and determining their widths

Quasibound levels, also known as orbiting resonances, shape resonances, or tunneling-predissociation levels, are metastable eigenstates of Eq. (1) that lie at energies above the potential asymptote $V_J(r = \infty)$, but below the maximum of a potential energy barrier that lies outside the main part of the potential well. Although they are part of the continuum of states with $E > V_J(r \to \infty)$, they are distinct in that their wavefunction amplitude at small distances, inside the potential barrier, is very much larger that those for neighbouring continuum states, so that they manifest themselves as distinct, sharp spectroscopic lines.

The nature of the “inside-the-barrier” portion of the wavefunctions for such states is illustrated in Fig. 2, which also demonstrates the immense difference between the tunneling lifetimes of levels lying near the bottom of a barrier, and those lying near the top.

Following Refs. [8,9], program LEVEL locates quasibound levels by combining the standard $\Psi_{vJ}(r = \text{RMIN}) = 0$ inner boundary condition with an outer boundary condition defined by the slope of the inward-increasing Airy function at the third (outermost) turning point. This procedure is the most accurate and efficient method for locating quasibound levels that has been proposed to date [8–10,15,16]. It is nearly exact for narrow (long-lived) states, while for the very broadest levels lying marginally below barrier maxima (such as the $v = 2$ level in Fig. 2), the difference with level energies obtained using alternative methods are at most a small fraction (say, ~20%) of the width (FWHM) of that level. More accurate predictions for such short-lived states would require a detailed simulation of the actual observable property of interest, since different methods of observing a given quasibound level may yield estimated level energies differing by a fraction of the level width.

For example, if such levels are being observed spectroscopically, the precise positions of the peaks in the bound → continuum spectrum should be calculated using a photodissociation simulation code [17,18].

Calculation of the width or tunneling lifetime of a quasibound level by program LEVEL is based on Eq. (4.5) of Connor and Smith [10]; a more transparent description of this procedure may be found in Section II.B of Ref. [11]. This is a uniform semiclassical procedure in which the predissociation rate may be thought of as being the product of the probability of tunneling past the barrier at the specified energy, times the vibrational frequency (inverse of the vibrational period) for the system trapped in the well behind the barrier. The actual calculation requires the evaluation of an integral of the type appearing in Eq. (5) across the classically forbidden interval between the two outermost classical turning points (i.e., with the upper bound $r = r_J(v,J)$ replaced by the outermost turning point $r_3(v,J)$), and of an analogous integral across the classically allowed interval between the two inner turning points:

$$
\sqrt{2\mu/r^2} \int_{r_1(v,J)}^{r_3(v,J)} [E_{vJ} - V_J(r)]^{-1/2} dr,
$$

(6)

together with (the energy derivative of) a phase correction factor that takes account of the proximity to the barrier maximum [9,10]. This procedure yields widths that are expected to be very reliable, particularly for narrow (long-lived) levels, but may have uncertainties of up to ca. 10% or more for the very broadest levels [9,10]. To obtain more accurate widths for those broad levels would again require one to perform a direct simulations of the process by which they are observed. The results in Fig. 2, in which the tunneling lifetimes are seen to range from ca. 1 fs to 900 years, illustrate the extreme range of tunneling lifetimes that may arise.

On a practical note, if the outer end of the specified numerical integration range, $r_{\text{MAX}}$, is smaller than the outermost turning point, $r_3(v,J)$, of the metastable level of interest, the program attempts to generate a reasonable estimate of the width by completing the quadrature of Eq. (5) over the barrier analytically while approximating the potential on the remainder of the interval by a centrifugal-type term $C_J/r^2$ attached to the potential function at $r_{\text{MAX}}$. If this approximation is invoked, warning messages are written to the main Channel-6 output file (e.g., see the output for Case 3 in Appendix C).

2.3. Calculating diatomic molecule centrifugal distortion constants

The rotational sublevels of a given vibrational level of a molecule have traditionally been represented by the power series [19,20]

$$
E_{vJ} = G(v) + B_v [J(J + 1) - \Omega^2] - D_v [J(J + 1) - \Omega^2]^2 + H_v [J(J + 1) - \Omega^2]^3 + \cdots
$$

$$
= \sum_{m=0} K_m(v) [J(J + 1) - \Omega^2]^m
$$

(7)

If desired, program LEVEL will compute values of the inertial rotational constant $B_v = (\hbar^2/2\mu)(v,J = 0) 1/r^2[v,J = 0]$ and of the first six centrifugal distortion constants associated with this expansion ($-D_v$, $H_v$, $L_v$, $M_v$, $N_v$ and...
The power series and the nature of the radial variable choice of a value for input variable IRFN, and are simply related to derivatives of the potential \[20\], and are related to derivatives of the energy with respect to \([J(J+1) - \Omega^2]\) when calculated for vibration–rotational levels with \(J > 0\). Calculation of these constants is invoked by setting input parameter LCDC > 0 (see READ \[24\]), and is performed using a subroutine based on Tellinghuisen’s reformulation \[21\] of the exact quantum mechanical method of Hutson \[22\], which is extended herein to higher order to allow the calculation of \(N_v\) and \(O_v\). To ensure stable, fully converged evaluation of these properties, it is usually necessary to make the eigenvalue convergence parameter EPS of READ \#5 and the value of the radial mesh RH distinctly smaller than would be necessary to achieve the normal degree of convergence for the eigenvalue themselves.

2.4. Calculating expectation values, matrix elements, and Einstein \(A\) coefficients

If requested, the program will calculate expectation values or matrix elements of a function \(M(r)\), which may be defined either by interpolating over an array of input values, by a user-defined analytic function, or as a power series in a user-specified radial variable RFN(r):

\[
M(r) = \sum_{i=0}^{\text{MORDR}} \text{DM}(i) \times \text{RFN}(r)^i.
\]

Parameters MORDR, IRFN and DREF defining the extent of the power series and the nature of the radial variable RFN(r) are input via READ \#26, and the power series coefficients DM(i) are input via READ \#27. In this last option, the nature of the radial variable RFN(r) is specified by the choice of a value for input variable IRFN in the range \(-4 \leq \text{IRFN} \leq 9\) (see comments regarding READ \#26 in Appendix B), while setting IRFN \(\geq 10\) causes \(M(r)\) to be defined by interpolating over and extrapolating beyond a set of read-in numerical values, and setting IRFN \(\leq -10\) causes \(M(r)\) to be defined by a user-defined analytic radial function. For this last case, code for calculating the desired function should be inserted into the program in the manner illustrated by the example in lines \#593–614 of the main program. If \(M(r)\) is to be defined by interpolating over an array of read-in points, the necessary information is input via READ \#28–31.

The conventional Franck–Condon factor FCF = \(|\langle \Psi_y | \Psi_v \rangle|^2\) is the square of the matrix element of the zeroth power of \(\text{RFN}(r)\), and will be generated whenever any off-diagonal matrix elements are calculated (i.e., whenever input parameter [LXPCT] \(\geq 3\)). In this case, the program also assumes that \(M(r)\) is the transition dipole function (in debye), and uses its matrix element to calculate the Einstein \(A\) coefficient coupling the two levels in question. For cases in which a pointwise (IRFN \(\geq 10\) or analytic user-defined (IRFN \(\leq -10\)) matrix element argument function \(M(r)\) is chosen, MORDR and DREF are dummy variables, and no \(\text{DM}(i)\) coefficients are read in. Note: to calculate only Franck–Condon factors, one should set MORDR < 0, in which case IRFN and DREF are dummy variables and no \(\text{DM}(i)\) values are read in.

The Einstein \(A\) coefficient for the rate of spontaneous emission from initial-state level \((\nu', J')\) into final-state level \((\nu, J)\) is defined by the expression \[23\]

\[
A = 3.136189 \times 10^{-7} \frac{S(J')}{2J' + 1} \left| \langle \Psi_y | \Psi_v \rangle \right|^2 |M(r)|^2 \]

(9)

Here: \(A\) has units s\(^{-1}\), \(M(r)\) is the dipole moment (or transition dipole) function in units debye, \(\nu\) the emission frequency in cm\(^{-1}\), \(S(J')\) the Hönī–London rotational intensity factor and \(\Psi_y\) and \(\Psi_v\) are the unit-normalized initial and final state radial wave functions. The present version of the code incorporates \(S(J', \nu)\) expressions for singlet \(\rightarrow\) singlet transitions obeying the parity selection rule, with \(\Delta \nu = 0\) or \(\pm 1\). Note that while versions of this code prior to 7.7 used the \(S(J', \nu)\) expressions of Herzberg \[20\], subsequent versions use the corrected Hönī–London factors recommended by Hansson and Watson \[24\], which for \(\Pi - \Sigma\) or \(\Sigma - \Pi\) transitions are a factor of four larger than those listed by Herzberg \[20\] because of their use of a different definition of the perpendicular transition dipole moment function (see also Bernath \[23\]). To modify these selection rules and intensity factors, or to extend them to other cases, a user will need to modify lines \#60–106 of subroutine MATXEL.

2.5. Automatic location of any specified vibrational level \((s)\) of a given potential

For each potential function considered, LEVEL begins by examining the input instructions to determine the highest vibrational level of interest, VMAX. It then uses subroutine ALF to locate all vibrational levels up to that maximum \(\nu\), and calculates the first seven rotational constants \(K(m)\) for \(m = 1, 7\) for each. If a user wishes to have the code find all bound (and quasibound, for potentials with a barrier) levels, input parameter NLEV (see READ \#24) should be set equal to some negative number whose magnitude is much larger than the actual possible number of levels (say, NLEV = -999). The actual level energy
search begins by locating the potential energy function minimum (the lowest minimum for a double-well potential). A simple three-point approximation is used to estimate the harmonic force constant there, and the harmonic oscillator formula is employed to estimate the zero-point energy of that well. This yields a trial energy for subroutine SCHRQ that almost always leads to convergence on the eigenvalue of the \( v = 0 \) level of that potential. ALF then calls subroutine SCECOR, which evaluates the semiclassical phase integral

\[
v(E) + 1/2 = \frac{1}{\pi} \sqrt{\frac{2\mu}{\hbar^2}} \int_{r_{1}(v)}^{r_{2}(v)} (E - V(r))^{1/2} dr
\]

and its energy derivative

\[
d(v(E) + 1/2)/dE = \frac{1}{2\pi} \sqrt{\frac{2\mu}{\hbar^2}} \int_{r_{1}(v)}^{r_{2}(v)} (E - V(r))^{-1/2} dr
\]

over the well at the energy of the current level, and since the inverse of the latter provides a good estimate of the local vibrational level spacing \( \Delta G_{v+1/2} \), its addition to the energy of the current level yields a good trial eigenvalue for the next higher vibrational level. This procedure is normally iterated until all levels have been found.

The above procedure is satisfactory for a single-well potential, or for levels lying above the barrier maximum in a double-well potential, but for levels in a double minimum potential lying below such a barrier maximum and above the minimum of the shallower well, the level search procedure is more complicated. In practise, all but the levels lying closest to the barrier maximum of an asymmetric double-minimum potential are predominantly either “inner-well” or “outer-well” levels, with large wavefunction amplitude over one well, and negligible wavefunction amplitude over the other. Thus, the procedure begins by determining values of the phase integrals of Eqs. (10) and (11) over both wells, at the current energy. Whichever of the two \((v + 1/2)\) integral values is closest to having precisely half-integer value identifies the current level as being an “inner-well” or “outer-well” state [25].

The inverse of the second integral for that well then provides an estimate of the distance to the next higher level associated with that well. At the same time, the product of the inverse of the integral of Eqs. (11) for the other well with the difference between the value of the its \((v + 1/2)\) integral and the next larger half-integer number provides a semiclassical estimate of the distance to the next higher level centred over the second well. The lower of these two energies then defines our estimate for the trial eigenvalue and “well-identity” for the next higher level. That “well-identity” then allows the assignment of the subroutine SCHRQ control parameter \( \text{INNER} \) that assigns the inward/outward wavefunction matching point \( r_x \) (see Fig. 1) to the well over which the wavefunction is expected to have maximum amplitude in the subsequent calculation. Of course, at energies very near the maximum of that interwell barrier, the levels often have no unique “well identity”, and the above approach may break down. When this occurs, the code reverts to a “brute force” procedure of systematically changing the trial energy by small increments until convergence on the desired “next” level is achieved.

Once the above process is complete, the stored values of the vibrational energies and rotational constants (see Section 2.3) allow the code readily to generate an accurate trial energy for any ro-vibrational levels of interest. If this procedure fails (e.g., if centrifugal distortion of a two-well potential causes the level of interest to shift to the other well), a call to subroutine ALF using the appropriate centrifugally distorted potential will normally allow the code to climb up the well to locate and converge on the level of interest.

2.6. Defining the rotationless potential \( V(r) \)

The potential function package that reads required input and returns the potential array and associated parameters is controlled by subroutine PREPOT. It uses subroutine package GENINT for interpolation/extrapolation over a set of read-in turning points, and subroutine POTGEN for generating analytic potential functions. Values of the necessary input parameters enter via read statements \( ^{6}\text{-}23 \); for the 2-state case invoked by inputting \( \text{NUMPOT}=2 \), this block of input statements is read twice.

One may choose to define a potential either by a set of NTP read-in turning points \( (X_{1}(i), Y_{1}(i)) \) input via read \( ^{9} \), or (by setting \( \text{NTP} \leq 0 \)) by an analytic function. In the former case, interpolation over the input turning points to produce the array with mesh size \( \text{RH} \) required for the numerical integration of Eq. (1) is performed in a manner specified by the input parameter \( \text{NUSE} \). For \( \text{NUSE} > 0 \) this involves the use of \( \text{NUSE} \)-point piecewise polynomials (typically \( \text{NUSE}=8 \) or \( 10 \)), while for \( \text{NUSE} \leq 0 \) the interpolation uses a cubic spline function. If the specified range of numerical integration \( \text{RMAX}, \text{RMMIN} \) extends beyond that of the input turning points, appropriate extrapolation procedures are invoked. In particular, at distances smaller than the second of the read-in turning points \( X_{1}(2) \), the potential is extrapolated inward with an exponential function fitted to the first three turning points. Similarly, if \( \text{RMAX} > X_{1}(\text{NTP} - 1) \) the potential for \( r > X_{1}(\text{NTP} - 1) \) is extrapolated outward either as an exponential-type function or as a (sum of) inverse-power terms, as specified by parameters \( \text{ILR}, \text{NCN} \) and \( \text{CNIN} \) of read \( ^{7} \) (see Appendix B).

To define the potential by an analytic function, rather than by an array of points, the integer input parameter \( \text{NTP} \) of read \( ^{6} \) should be set \( \leq 0 \). The program then skips reads \( ^{7} - 9 \) and proceeds instead to \( ^{10} - 23 \) (see Appendix B), where it reads values of the parameters defining the chosen analytic potential. The present version of the code allows use of the following eight families of analytic potential energy functions.

2.6.1. Lennard–Jones(m,n) potentials

Lennard–Jones(m,n) potentials have the form

\[
V_{LJ}(r) \equiv D_e \left[ \left( \frac{n}{m-n} \right) \left( \frac{r_e}{r} \right)^m - \left( \frac{m}{m-n} \right) \left( \frac{r_e}{r} \right)^n \right],
\]

in which \( D_e \) is the well depth and \( r_e \) the equilibrium internuclear distance.
2.6.2. “Generalized polynomial expansion function” (GPEF) potentials

The GPEF functional form [26] is

\[ V_{\text{GPEF}}(r) = \beta_p z^2 \left( 1 + \sum_{i=1}^{N_r} \beta_i z^i \right). \]  

(13)

These functions are Dunham-like [19] polynomial expansions based on Seto’s modification [27] of the dimensionless radial variable

\[ z = \frac{r^q - r_0^q}{a_S r_0^q + b_S r_0^q} \]  

(14)

that was introduced by Šukus et al. [26], and include the familiar Dunham [19], Simons–Parr–Finlan [28], and Ogilvie-Tipping [29] expansions as special cases that are invoked by particular choices for its parameters \( q, a_S, \) and \( b_S \) (see discussion of READ “10 in Appendix B).

2.6.3. “Extended morse oscillator” or EMO potentials

EMO potentials have the functional form [27,30–32]:

\[ V_{\text{EMO}}(r) \equiv \mathcal{D}_e \left( 1 - e^{-\beta(r_i - r_0)} \right)^2, \]  

(15)

in which \( \mathcal{D}_e \) and \( r_0 \) are the well depth and equilibrium internuclear distance, and

\[ \beta(r) = \beta_{\text{EMO}}(r) \equiv \sum_{i=0}^{N_y} \beta_i [y_{q,i}^e(r)]^i \]  

(16)

is a simple polynomial in the Šukus-type variable [26]:

\[ y_{q,i}^e(r) = y_q(r; r_{\text{ref}}) \equiv \frac{r^q - r_{\text{ref}}^q}{r^q + r_{\text{ref}}^q} \]  

(17)

in which \( q \) is a selected small positive integer and \( r_{\text{ref}} \) a chosen expansion centre. This expansion centre has often been set equal to the equilibrium distance \( r_0 \), but there are sometimes substantial advantages associated with allowing it to have larger values [33,34]. Truncating the exponent expansion at the constant term yields the familiar simple Morse potential [35].

Another special-case Morse-type function allowed by POTGEN is Hua Wei’s 4-parameter potential [36]:

\[ V(r) = \mathcal{D}_e \left( 1 - e^{-b(r - r_0)} \right) / \left[ 1 - e^{-b(r - r_0)} \right] \]  

(18)

2.6.4. “Morse/long-range” or MLR potentials

MLR potentials [37,33,34] are expressed as

\[ V_{\text{MLR}}(r) \equiv \mathcal{D}_e \left( 1 - \frac{u_{LR}(r)}{u_{\text{LR}}(r_e)} e^{-\beta(r) y_q^e(r)} \right)^2 \]  

(19)

These functions have the same Morse-like [35] structure as the EMO potentials of Eq. (15), but the radial variable in the exponent is now a dimensionless variable with the structure of \( y_q^e(r) \) of Eq. (17), but with the expansion centre fixed at the equilibrium distance \( r_{\text{ref}} = r_e \), and the exponential term has a pre-factor defined by an attractive long-range potential tail function \( u_{\text{LR}}(r) \) whose form is given by theory [38–41] to be

\[ u_{\text{LR}}(r) = \sum_{i=1}^{\text{last}} D_m(p\rho) C_m r_m. \]  

(20)

in which the \( D_m(r) \) are “damping functions” that approach 1 as \( r \to \infty \), and (normally, see below) approach zero as \( r \to 0 \) sufficiently rapidly to suppress the singularities in the inverse-power terms [34], while \( \rho \) is a system-dependent range-scaling parameter (see below).

The two defining features of the MLR potential form are: (i) since the pre-factor to the exponential term in Eq. (19) is equal to 1 at the equilibrium distance, \( r_e \), and \( y_q^e(r_e) = 0 \), then \( V_{\text{MLR}}(r_e) = 0 \) and (ii) the requirement that

\[ \lim_{r \to \infty} \beta(r) = \beta_\infty = \ln \left( \frac{2 \mathcal{D}_e}{u_{\text{LR}}(r_e)} \right), \]  

(21)

which means that at large distances Eq. (19) becomes

\[ V_{\text{MLR}}(r) \approx \mathcal{D}_e - u_{\text{LR}}(r_e) + \frac{1}{4 \mathcal{D}_e} u_{\text{LR}}(r_e)^2 \]  

\[ \approx \mathcal{D}_e - \sum_{i=1}^{\text{last}} C_m r_m + \frac{1}{4 \mathcal{D}_e} \left( \sum_{i=1}^{\text{last}} C_m r_m \right)^2. \]  

(22)

The final form for Eq. (22) shows that although the MLR function does take on the theoretically predicted inverse-power-sum form at long range, unless \( m_{\text{last}} < 2 m_1 \), the limiting long-range behaviour of the quadratic term in Eqs. (19) and (22) will change the long-range behaviour specified by Eq. (20). This problem is most serious for cases in which \( m_1 = 3 \) [33], but can also cause difficulties for systems with larger \( m_1 \) values [42]. However, it is resolved here by the fact that, as necessary, the code internally modifies the input \( C_m \) coefficients, and/or adds additional terms, so as to precisely cancel the effect of those spurious non-physical quadratic terms, as illustrated by the discussion of the coefficients \( C_9^{-1} = C_0 + (C_2^2)/2 \mathcal{D}_e \) and \( C_8^{-1} = C_3 C_9^{-1}/2 \mathcal{D}_e \) for the \( m_1 = 3 \) case in Ref. [33].

The exponent coefficient function \( \beta(r) \) has normally been written as a constrained polynomial expansion defined in terms of two Šukus-type variables [26] that both have the form of Eq. (17), but are defined by different integers, \( p \) and \( q \) [33,34]:

\[ \beta(r) = \beta_{\text{SE-MLR}}(r) \equiv \beta_p y_q^e(r) \beta_\infty + \left[ 1 - y_q^e(r) \right] \sum_{i=0}^{N_p} \beta_i [y_q^e(r)]^i \]  

(23)

Potentials using this type of exponent coefficient function are called polynomial-exponent MLR (PE-MLR) functions.

As an alternative to Eq. (23), \( \beta(r) \) may be represented as a natural cubic spline in the independent variable \( y_q^e(r) \), passing through a specified set of input points, as described in Refs. [43,44],

\[ \beta(r) = \beta_{\text{SE-MLR}}(r) = \sum_{k=1}^{N_p} S_k(y_q^e(r)) \beta_k, \]  

(24)

in which the spline “basis functions” \( S_k(y_q^e(r)) \) are completely defined by the chosen mesh of values of \( y_q^e(r) \) [45,46]. In this case, the connection to the long-range behaviour of Eq. (22) is provided by the constraint of fixing \( \beta_{\text{LR}} = \beta_\infty \).
Potentials using this second type of exponent coefficient function are called spline-exponent MLR (SE-MLR) functions.

Program LEVEL offers two choices regarding the form of the damping functions $D_m(r)$ in Eq. (20): one is based on a form proposed by Douketis et al. [47],

$$D_m^{\text{DS}}(\rho r) = \left[1 - \exp\left(-\frac{b^{\text{DS}}(s) \cdot (\rho r)^m}{m} - \frac{c^{\text{DS}}(s) \cdot (\rho r)^{m+s}}{\sqrt{m}}\right)\right]^{m+s},$$

and the other is based on a form proposed by Tang and Toennies [48],

$$D_m^{\text{TT}}(\rho r) = 1 - e^{-b^{\text{TT}}(s) \cdot (\rho r)^m},$$

in both of which $\rho$ is a system-dependent range-scaling parameter [47,34], while $b^{\text{DS}}(s)$, $c^{\text{DS}}(s)$ and $b^{\text{TT}}(s)$ are previously optimized [34] system-independent parameters whose values are built into the code.

Both of these generalized damping function forms [34] have the property that at very small $r$

$$D_m(r)/r^m \approx r^s$$

for all values of $m$ and $s$. The original Tang–Toennies model [48] corresponds to the case $s=+1$, and that would present no problem if $u_{LR}(r)$ were an additive contribution to the potential (as it is for potential function forms of Sections 2.6.5–2.6.8, discussed below). However, it cannot be used in the MLR potential form, as it requires $s \leq 0$ to prevent the repulsive potential wall from turning over and approaching zero as $r \to 0$ [34,44]. The original Douketis et al. [47] model corresponds to the case $s=0$, and while that presents no formal problems for either MLR potentials or the functions described below, the results of Ref. [34] suggest that either $s =-1$ or $s =-1/2$ might be a better choice, since they seem to lead to more realistic physical behaviour at very small $r$ [34].

The long-range interaction energy in an MLR potential is not restricted to having the form of Eq. (20), but could take on any form predicted by theory. In particular, in the present version of LEVEL it may be represented as one of the roots of a $2 \times 2$ or $3 \times 3$ diagonalization arising from the type of two-state [33,49] or three-state [50,51] coupling encountered for alkali dimers at the first $nS+nP$ asymptote [44]. A more detailed discussion of various features of the MLR potential function forms may be found in Ref. [44] and in Appendix B.

2.6.5. The “double-exponential long-range” or DELR potential

DELR potentials [11] have the functional form

$$V_{\text{DELR}}(r) \equiv Ae^{-2\rho_0(r-r_0)} - Be^{-\rho_0(r-r_0)} + u_{LR}(r),$$

in which the exponent coefficient $\rho_0(r)$ has exactly the same form as that for the EMO potential (see Eq. (16), and $u_{LR}(r)$, the function chosen to represent the long-range region, is assumed to have the form of Eq. (20) or any of the coupled-state functions mentioned at the end of preceding subsection. The pre-exponential factors $A$ and $B$ are defined in terms of the well depth and the properties of $u_{LR}(r)$ at $r_e$, that is,

$$A = \Sigma_e + V_{LR}(r_e) + V'_{LR}(r_e)/\beta_0,$$

$$B = 2\Sigma_e + 2V_{LR}(r_e) + V'_{LR}(r_e)/\beta_0s,$$

in which $V'_{LR}(r_e) = dV_{LR}(r)/dr|_{r=r_e}$.

An illustration of how a DELR function may be used to represent a potential energy function with a barrier lying outside the main well is provided by Fig. 3 of Ref. [44].

2.6.6. The generalized “HFD” potential function

The present generalization of the “Hartree-Fock/Dispersion” or HFD potential function [52,53] is written as

$$V_{\text{HFD}}(r) \equiv A_{\text{HFD}}\left(\frac{r}{r_e}\right)^\gamma e^{-(\beta_1 r - \beta_2 r^2)} - D_{\text{HFD}}(r)\sum_m C_m r^m,$$

in which

$$D_{\text{HFD}}(r) = \exp\left(-\alpha_1 [\alpha_2 (r-1)^{m}]\right)\text{ for } r<\alpha_2$$

$$= 1\text{ for } r \geq \alpha_2,$$

is a global damping function applied to all inverse-power terms. The input parameters are the long-range coefficients $\{C_m\}$ and damping function parameters $\{\alpha_i\}$ defining the attractive inverse-power-sum term, the power $\gamma$ and the quadratic exponent coefficient $\beta_2$, while the values of exponential-term parameters $A_{\text{HFD}}$ and $\beta_1$ are derived internally from the fact that the potential well has a depth of $\Sigma_e$ at the equilibrium internuclear distance $r_e$.

2.6.7. The generalized Tang–Toennies (gTT) potential function form

Generalized Tang–Toennies-type potentials consist of the sum of a repulsive exponential term, whose exponent and pre-factor may consist of multiple terms, plus a sum of attractive inverse-power-term potentials that are damped by the same $s=+1$ version of the generalized TT-type damping function of Eq. (26) that is a key feature of the original TT form [48,54]. This structure has been used in a number of published potentials [55–57], and the extended version of this form available in LEVEL incorporates most variants found in the recent literature:

$$V_{\text{gTT}}(r) \equiv \beta_3 + \beta_6 r + \frac{\beta_7}{r} + \beta_8 r^2 + \beta_9 r^3$$

$$\times e^{-[\beta_1 r + \beta_2 r^2 + \beta_3 (r - \rho_0 r^2)]} - u_{LR}(r),$$

in which the attractive outer-wall function $u_{LR}(r)$ has the form of Eq. (20) with the damping functions defined by $s=1$ Eq. (26). However, while the “basic” Tang–Toennies function [48,54] constrains the argument of the damping function to be identical to the leading term in the exponent of Eq. (33), $\rho_0 r$, in the present implementation these terms are independent; the damping function argument is $\rho r$ with the shape parameter of Eq. (26) fixed at $b^{\text{tt}}(s) = 1$. Moreover, while the original Tang–Toennies model only allowed for even powers $m_i$ and either choice of damping function model. The input parameters for this model are then the set of powers $\{m_i\}$ and coefficients $\{C_m\}$ for the attractive outer branch of
the potential, and the values of the parameters $\rho$ and $\beta_1 - \beta_0$, while the well depth $\Xi_c$ and equilibrium distance $r_e$ are properties, rather than defining parameters of the potential.

2.6.8. The “X-expansion” or “Hannover polynomial potential” (HPP) form

The HPP or “X-expansion” form that was introduced by Tiemann and co-workers [58] represents the main part of the potential by a GPEF-like power series

$$V_{\text{HPP}}(r) = \beta_0 + \beta_1 \xi + \beta_2 \xi^2 + \beta_3 \xi^3 + \beta_4 \xi^4 + \cdots$$  \hspace{1cm} (34)

in which $\xi \equiv \xi(r, b, m) = (r - r_m)/(r + br_m)$. The possible presence of a non-zero linear term ($\beta_1 \neq 0$) in Eq. (34) means that when $\beta_1 \neq 0$ the parameter $r_m$ (which is input as $r_e = \text{REQ}$) only approximately corresponds to the equilibrium distance. At a specified small distance, this power series is smoothly joined to an exponential, and beyond a specified large distance, it is attached to an inverse-power sum with the form of Eq. (20).

2.6.9. Other choices

Note that apart from the simple GPEF polynomial potentials of Section 2.6.2, all of the above analytic potentials are defined relative to the absolute energy at the asymptote, which is specified by input parameter $\text{VLIM}$ (see READ *6). For the HPP potential form this is effected by setting internal $a_0 = \text{VLIM} - \Xi_c$, while the GPEF potentials of Eq. (13) are defined with $\text{VLIM}$ set at the potential minimum.

Users may also readily introduce their own analytic potential functional forms, simply by replacing subroutine POTGEN with their own potential routines and making input parameter $\text{NTP}$ of READ *6 a negative integer. To retain consistency with the rest of the present code, such a user-prepared POTGEN subroutine should have the argument list:

$\text{POTGEN(LNPT, NPP, IAN1, IAN2, IMN1, IMN2, VLIM, R, RM2, VV, NCM, CINN).}$

The first argument, parameter $\text{LNPT}$, is an integer which is fixed in program LEVEL as $\text{LNPT} = 1$ [59]. The other input quantities are the integer $\text{NPP}$ specifying the size of the various radial arrays, the integers specifying the atomic numbers (IAN1/IAN2) and mass numbers (IMN1/IMN2) of the isotopologue of interest (required for calculating Born–Oppenheimer breakdown terms, below), the absolute energy $\text{VLIM}$ (in cm$^{-1}$) at the potential asymptote, the radial distances array $R(i)$ (in Å) at which potential values are to be generated, and the squared inverse distance array $\text{RM2}(i) = 1/R(i)^2$. The subroutine should return the desired NPP-point array of potential function values $V(i)$ (in units cm$^{-1}$), as well as the integer NCM and real positive coefficient CINN. Under the option in which the program automatically searches for many or all vibrational levels of a given potential (when input parameter $\text{NLLEV1}$ is large and negative, see READ *24), the limiting long-range potential is assumed to have the form $V(r) \approx \text{CINN}/r^{\text{NCM}}$, and the parameters NCM and CINN returned from POTGEN may be used in a near-dissociation theory [60–62] algorithm to estimate the number and energies of missing levels. If a user-specified analytic potential has a barrier maximum or dies off exponentially, rather than as an inverse power, NCM should be set at some large integer value (e.g., $\text{NCM} = 99$).

2.7. Born–Oppenheimer breakdown (BOB) radial strength functions

In recent years, it has become increasingly common for combined-isotopologue spectroscopic data analyses to require the inclusion of atomic-mass-dependent Born–Oppenheimer breakdown (BOB) corrections to the rotationless and centrifugal potential energy functions. LEVEL will include such terms if input parameter $\text{IBOB}$ has a value greater than zero. These (optional) functions are defined as in Ref. [63]. In particular, for each atom $a = A$ or $B$, the additive correction to the potential energy function is defined as a constrained polynomial in the $\text{SRKUS}$ variable of Eq. (17), namely,

$$\left(\frac{M_a - M_a^{\text{ref}}}{M_a}\right) \left(\frac{\gamma_{a}^{\text{ref}}(r)}{\gamma_{a}^e(r)} - 1\right) \sum_{j=0}^{N_a} \frac{n_{a}^j}{\gamma_{a}^{\text{ref}}(r) r_{a}^{j} t_{a}^{j}(r_f) X_{a}^{j} \gamma_{a}^{\text{ref}}(r)}.$$

(35)

in which $M_a$ is the mass of the specific isotope of atom-$a$, $M_a^{\text{ref}}$ is the mass of the chosen reference isotope of that species [63], $\gamma_{a}^{\text{ref}}(r)$ and $\gamma_{a}^{e}(r)$ have the form of Eq. (17), but with $r_{a} = r_{a}$, and the integers $p_{a}$ and $q_{a}$ are chosen in the manner discussed in Refs. [63,33,42].

The centrifugal BOB correction is a multiplicative factor $[1 + gb(r)]$ that is applied to the centrifugal contribution to the overall potential function $V(r)$ of Eq. (1), in which the terms associated with the two atoms $a = A$ or $B$ have the same type of radial form as the “adiabatic” potential function corrections of Eq. (35):

$$g_{a}(r) \frac{M_a}{M} \gamma_{a}^{e}(r) r_{a}^{2} + \sum_{j=0}^{N_a} \frac{n_{a}^j}{\gamma_{a}^{\text{ref}}(r) r_{a}^{j} t_{a}^{j}(r_f) X_{a}^{j} \gamma_{a}^{\text{ref}}(r)}.$$

(36)

Note, however, that this expression has no separate integer $p_{a}$, since no general theoretical prediction regarding the limiting long-range behaviour of these functions is available. However, the algebraic structure of Eqs. (23) and (35) has been retained in order to allow for the treatment of molecular ions, for which $r_{a}^{\infty}$ would be non-zero [63].

3. Units, physical constants, array dimensions, input/output conventions, and program execution

Unless otherwise specified, the units of length and energy used throughout this program, and assumed for all input data, are $\text{Å}$ and cm$^{-1}$, respectively. One exception to this rule is that the transition dipole moment $M(r)$ of Eqs. (8) used for calculating the Einstein coefficients of Eq. (9), as defined by the expansion coefficients $\text{DM}(i)$ of READ *27 (see Appendix B) is assumed to be in debye (where $1 \text{debye} = 3.335640952 \times 10^{-30}$ cm $= 0.393430295$ au). Note, however, that in the $\text{IRFN} \geq 10$ option that defines the matrix element argument by numerically interpolating over a set of read-in points (see READ *28–31), the main (Channel-6) output describing the read-in transition moment function values being interpolated over will (incorrectly) refer to their units as “cm$^{-1}$” rather than debye, since the interpolation is done by the subroutine package that was set up to deal with a pointwise input potential. Note too, that if a set of read-in points is used to...
define the potential or the matrix element argument \( M(r) \), the values may be in any convenient units, as appropriate conversion factors are always also read in (see reads 28 and 30) to convert them to the appropriate units.

Values of the physical constants appear in the program in two places. The first is the factor \( c_a \equiv \hbar^2/2 = 16.857629206 \text{ amu} \cdot \text{A}^2 \cdot \text{cm}^{-1} \) appearing in the radial Schrödinger equation of Eq. (1) and in Eq. (3), whose units effectively define the units of the input/output variables. The second is in the collections of terms defining the numerical factor in Eq. (9) used in calculating the Einstein coefficient for the rate of spontaneous emission, as described above. Current values of these constants are based upon the 2012 CODATA recommended values of Ref. [64]. In addition, the masses of all stable isotopes of all atoms taken from The AME2012 Atomic Mass Evaluation of Ref. [65] are stored in data subroutine MASSES.

The array dimension limits, which a user might wish to change, are set in parameter statements in the main driver routine and in subroutines GENINT and SPLINT. In the former, \( \text{NDIMR} \) (currently 250 001) is the maximum dimension of the radial mesh array on which the potential, wave functions and radial expectation value/matrix element arguments are defined. For systems of small reduced mass, it could safely be set considerably smaller than this. The second parameter set in the main program is \( \text{VIBRX} \) (currently 400), which defines the maximum number of vibration/rotation levels for which vibrational eigenvalues may be read and stored, and the upper bound on the number of rotational sublevels that may be saved when applying the \( \text{NJMJ} > 0 \) option to generate automatically \( J \) sublevels for a given \( \nu \) (see reads 24). The two other array-size parameters set inside the code are \( \text{NTPMX} \) (currently 2000, set in PREPOT), which specifies the maximum number of potential function points (or radial matrix element argument \( M(r) \) values, for \( \text{IRFN} > 10 \)) that may be read in to be interpolated over, and \( \text{MAXSP} \) (currently 8000 \( \equiv 4 \times \text{NTPMX}, \) set in SPLINT), the number of spline coefficients required for interpolation over the read-in function values.

The program reads input data on Channel-5, writes standard output to Channel-6, and optionally (controlled by parameters \( \text{LPPO'T}, \text{LDCD} \) and \( \text{LXPC'T} \) of reads 6 & 24) writes a condensed output file to one or more of Channels 7–10. Those executing the program using a UNIX or Linux operating system environment may wish to create and store in the system or user’s “bin” directory a shell named (say) “rlev”, such as that shown here:

```bash
# UNIX shell “rlev” to execute the compiled version of
# program LEVEL named
# levx, which is stored in the user’s directory/
# upath/with input data
# file $1.5, and write output to $16, $17, etc. all in the
current
# directory.
#
# time ~/upath/levx $1 > $16
mv fort.7 $17 < & /dev/null
mv fort.8 $18 < & /dev/null
mv fort.9 $19 < & /dev/null
mv fort.10 $110 < & /dev/null
```

This shell allows the program to be executed with the simple command: rlev (filename), in which (filename).5 is the name of the user-created input data file (note that (filename) may be any name, and is normally chosen to identify a specific case). For the above shell, the standard output from Channel-6 will be written to file (filename).6, and the Channel-7, Channel-8, Channel-9, and Channel-10 outputs will be written to files (filename).7, ..., (filename).10, respectively.

4. Concluding remarks mea culpa

In conclusion, I should bring the reader’s attention to a capability that is not incorporated into the present version of LEVEL. In 2008 and 2011 Meshkov, Stolyarov and I published two papers describing the use of an “adaptive mapping procedure” that replaces numerical integration to solve Eq. (1) on the infinite domain \( r \in [0, \infty) \) by integration using a dimensionless radial variable, such as \( y_{\text{ef}}^r(r) \) of Eq. (17), on the finite domain \( y_{\text{ef}}^r \in [-1, +1] \) [66,67]. Use of this procedure allows one to readily obtain accurate solutions for levels lying extremely close to dissociation, such as sometimes observed for excited states of electronically excited alkali dimers, or to calculate the s-wave scattering length associated with any given potential energy function using a single-pass finite-domain calculation. Unfortunately, the different array structures required by this approach means that it has had to be incorporated into a separate, albeit parallel version of the code, which (up till now, anyway) has always lagged behind the most current “conventional” version of LEVEL, and has not yet been posted for public use. However, until a properly documented “adaptive mapping procedure” version LEVEL can be posted for public use, I will continue to provide an (incompletely documented) version of such a code to individuals who request it.
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Appendix A. Supplementary data

Supplementary material associated with this paper consists of: a text file containing the full standalone FORTRAN source code for program LEVEL, a text file containing the sample data files that are presented in Appendix C, and a PDF document containing: (i) Appendix A, a structured listing of the READ statements in the program, (ii) Appendix B full definitions of all of the parameters and quantities read in the input data file, and descriptions of the associated program options, (iii) Appendix C, commented listings of illustrative sample input and output files, and (iv) Appendix D, a structured listing of the subroutines comprising the code with brief descriptions of their functions. Note that the equation and reference numbering appearing in this Supplemental Material document refer to those in this journal article, so for completeness we hereby cite nine papers referenced there that are associated with particular applications of this code, but had not been referred to above [68–76].

Anyone who wishes to be registered with the author as a user of this code, eligible to be sent any future bug fixes or updates, should fill in the online form at the www address (http://scienide2.uwaterloo.ca/~rleroy/LEVEL16/).

Supplementary data associated with this paper can be found in the online version at http://dx.doi.org/10.1016/j.jqsrt.2016.05.028.
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